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Purpose — This study aims to establish a comprehensive understanding of the intricacies of how individuals
engage with deepfakes, focusing on limiting adverse effects and capitalizing on their benefits.
Design/methodology/approach — This study conducted a meta-synthesis of qualitative studies on
deepfakes, incorporating study-specific analysis followed by a cross-study synthesis.

Findings — Based on the meta-synthesis, the study developed an integrated conceptual framework based on
the perspectives from the social shaping of technology theory embedding deepfake-related assertions,
motivations, the subtleties of digital platforms, and deepfake-related repercussions.

Research limitations/implications — The study offers crucial insights into the evolving nature of
deepfakes as a socio-technical phenomenon and the significance of platform dynamics in deepfake production.
It enables researchers to comprehend the cascading effects of deepfakes and positions them to evaluate
deepfake-related risks and associated mitigation mechanisms.

Practical implications — The framework that emerges from the study illustrates the influence of platforms on the
evolution of deepfakes and assists platform stakeholders in introducing effective platform governance structures to
combat the relentless proliferation of deepfakes and their consequences, as well as providing guidance for
governments and policymakers to collaborate with platform leaders to set guardrails for deepfake engagement.
Originality/value — Deepfakes have been extensively contested for both their beneficial and negative
applications and have been accused of heralding an imminent epistemic threat that has been downplayed by
some quarters. This diversity of viewpoints necessitates a comprehensive understanding of the phenomenon.
In responding to this call, this is one of the first to establish a comprehensive, theoretically informed perspective
on how individuals produce, process, and engage with deepfakes through a meta-synthesis of qualitative
literature on deepfakes.
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1. Introduction

Recent advancements in the field of artificial intelligence (Al) have significantly enhanced
individuals’ abilities to create, modify, and manipulate digital content (Chesney and Citron,
2018; Ohman, 2020). Deepfakes are a genre of hyper-realistic videos that have been digitally
altered to represent individuals saying and doing things that never occurred (Westerlund,
2019). This genre of fakery is of paramount relevance in the current technological revolution
and constitutes a danger across sectors (Westerlund, 2019). Amidst the pervasive threat of
fake news (Borges-Tiago et al., 2020; Domenico et al., 2021), deepfakes elevate this concern by
complicating the ability to distinguish false from authentic content (Breen, 2021; Di Domenico
and Visentin, 2020). Deepfakes have been widely touted as the next generation of fake news,
which threatens to erode trust in online information and challenge our abilities to decipher
true information, particularly when cognitive biases and structural characteristics of new age
media, such as echo chambers, are considered (Kalpokas and Kalpokiene, 2022a). This poses I’
an epistemic threat to individuals in acquiring false beliefs (Fallis, 2020). As this post-truth
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era dawns upon us, the epistemic choices we make may be increasingly challenged by
phenomena such as deepfakes.

Deepfakes are being termed the scariest thing to have ever happened to mankind
(Analytics Insight, 2022), with devastating societal consequences (Modern Diplomacy, 2022).
Politics and pornography have been the primary targets of deepfakes (Gosse and Burkell,
2020), but the phenomenon has also continued to expand to other domains. For example,
performing artists in the entertainment industry are exploring legal options for copyright
protection from deepfakes (Bacchi, 2022), while fraudsters are leveraging celebrity deepfakes
to steal cryptocurrencies (Outlook Money, 2022). In a similar vein, deepfakes are being
employed in spear-phishing attacks which wreak havoc on firms (Stupp, 2019), while they
have also been used to alter the course of world events such as Russia’s invasion of Ukraine
by leveraging deepfaked videos of the Ukrainian president (CNN, 2022). There is, however, a
positive aspect to the deepfake phenomenon. Constructive use cases of deepfakes include the
deepfaking of murder victims to nab criminals (Al-Sibai, 2022), animating storytelling
(Ridden, 2022), voice regeneration of celebrities who have lost their voice (Daly, 2022a), and
narration of bedtime stories to kids in parents’ deepfake cloned voices (Daly, 2022b). While
such prosocial applications are being acknowledged, the negative ramifications outweigh the
advantages and have prompted a variety of corrective actions in many sectors.

Governments are taking notice and drafting action plans to combat deepfakes (Kabelka,
2022), while platform players are also taking remedial measures to curb their unchecked
growth (Wiggers, 2022). The latter may have little choice but to combat the spread of deepfakes
or attract penalties, especially in light of new legislations in the European Union (Chee, 2022),
while other countries may be expected to follow suit. Scholars are advancing discussions
around deepfakes, with several research articles discussing deepfake creation and detection
(e.g. Almars, 2021; Mirsky and Lee, 2021; Tolosana et al, 2022). However, research on fake news
in general merits greater attention to comprehend how it evolves alongside its potential
ramifications (Internet Research, 2022). In this regard, the psychological impact of deepfakes is
garnering scholarly attention and contested as well, with some highlighting the epistemic
threat of deepfakes (Fallis, 2020) while others argue that such concerns may be overblown
(Harris, 2021). Therefore, it is essential to gain a thorough understanding of the nuances of how
individuals engage with deepfakes (Di Domenico and Visentin, 2020) so that the downside of
deepfakes may be mitigated and the positives can be harnessed. To this end, we employ the
social shaping of technology (SST) theory (MacKenzie and Wajcman, 1999) to develop a
perspective on how individuals develop, process, and disseminate deepfakes along with
governing interventions to mitigate the consequences of deepfakes. Based on prior literature,
we refer to this continuum collectively as the deepfake engagement process (Vasist and
Krishnan, 2022a). By conducting a meta-synthesis of 16 qualitative studies, we establish a
comprehensive description of this deepfake engagement process.

Meta-synthesis refers to “an exploratory, inductive research design to synthesize primary
qualitative case studies for the purpose of making contributions beyond those achieved in the
original studies” (Hoon, 2013, p. 523). It aids in the development of a thorough comprehension
of the phenomenon and adds to the formulation of a conceptual framework (Lazazzara et al.,
2020). The current study leverages this approach to assess a selection of prior literature
and present a perspective anchored on SST, in which we detail how the assertions and
motivations enabled by digital platforms contribute to deepfake generation and
dissemination, as well as how these fabrications manifest themselves in a variety of
unintended consequences. Through this process, we offer vital insights to a variety of actors,
including policymakers, platform players, administrators, and so on, in maneuvering
through the complex terrain of epistemic uncertainty created by deepfakes. We contend that
this analysis will serve as a robust platform for future scholarly research on deepfakes.
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deepfakes and meta-synthesis as well as the theoretical perspective of SST to set the context. In
section 3, we elaborate on the research design and build on the analysis in section 4. In section 5,
we detail the nuances of deepfake engagement through the theoretical perspective of SST, and in
section 6, we discuss the implications of our work to theory and practice with a specific focus on
information systems research alongside highlighting limitations and future research avenues. In
conclusion, we reiterate the significance of the meta-synthesis conducted in this study.

2. Background

2.1 Deepfakes

Deepfake as a term can be traced back to 2017, with its origins associated with technological
advancements that enabled face swapping in videos utilizing open-source machine learning
(ML) technologies (Cole, 2017). Since then, researchers have defined deepfakes in several
ways, referring to it as a “portmanteau of deep learning Al and faked imagery” (Wagner and
Blewer, 2019, p. 33) and as a face-swapping technique (Afchar et al, 2018) facilitated by Al
(Yang et al, 2018) with recent ones highlighting the deep learning techniques at play (Ohman,
2020). A broader and much synthesized definition refers to it as face-swaps or lip-synced
content that is generated with the assistance of Al (Nguyen et al., 2022) while recent studies
extend the use of the term beyond individuals to other examples such as cartographic studies
(e.g. Zhao et al, 2021).

Deepfakes have mostly been researched for their deceptive capabilities. Deception as a
factor is central to fake news as well and hence, we contend that it is important to compare
and contrast the two phenomena in light of the current inquiry. Furthermore, this assumes
importance in the current context wherein deepfakes are acknowledged as closely related to
and discussed alongside fake news (Wu ef al, 2022). In this regard, while the current
information environment powered by algorithms and automation tends to accelerate the
propagation of intentionally created unauthentic information, it is precisely this
characteristic that dictates the usage patterns of deepfakes as well (Kalpokas and
Kalpokiene, 2022b) and also explains the choice of deepfakes as a medium for generating
and spreading false content. Fake news predominantly focuses on the content of messages
while “deepfakes create a simulation of the speaker” (Maddalena and Gili, 2020, p. 16), which
exacerbate information destabilization with not just the content but also the source of the
subject, which is fabricated in the process (Kalpokas and Kalpokiene, 2022c). This amplifies
the complexity of fake news and makes it exceedingly indecipherable (Breen, 2021).
Furthermore, image fabrication is not entirely new but the use of Al (Schick, 2020) to depict an
individual in an act never committed (Kalpokas and Kalpokiene, 2022a) intensifies the fake
news crisis (Whittaker ef al., 2021).

2.2 Social shaping of technology perspective

Social shaping of technology (SST) is a theoretical approach that dates back to 1985
(MacKenzie and Wajcman, 1999) and developed with the aim of comprehending technological
change as a social process. The SST approach challenges technological determinism,
rejecting its simple causality while recognizing that it has a partial truth in the idea that
technology matters (MacKenzie and Wajcman, 1999). The intentional choice of the metaphor
“shaping” as opposed to “social construction” underscores the materiality of technology
(MacKenzie and Wajcman, 1999). SST scholars contend that the interplay of social forces and
the materiality of technical objects merit equal consideration (Howcroft and Taylor, 2022).
From the SST perspective, technologies reflect specific forms of power and authority and
influence how people work, communicate and consume over time (Winner, 1980).
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Social science has predominantly witnessed an “artificial gulf” (Williams and Edge,
1996, p. 893) between the social and technical, with the social aspects considered as
externalities and the technical aspects regarded as tools and instruments. However, SST is
based on the premise that technology and society are mutually inclusive, rather than
discrete entities (MacKenzie and Wajcman, 1999), and that each influences the other in
interconnected and multifaceted ways as opposed to linear pathways. According to the
perspective of SST, social and technical are mutually shaped (MacKenzie and Wajcman,
1999), and each evolves in conjunction with the other. SST shows that technologies are
social products, and every stage of evolution of new technologies is contingent upon a range
of social factors that influence the nature of the technologies and their ramifications
(Williams and Edge, 1996).

SST offers a novel perspective in technological areas where visions are diverse, societal
interests are at odds, and the applications and market for the emerging technology are still
in a nascent phase (Jorgensen ef al., 2009). In particular, the strand of technological frames
within the setting of SST underscores the centrality of interpretations of technology for
comprehending how technologies are developed, used, and changed (Orlikowski and Gash,
1994). A key implication of SST is that the specifics of a technology’s usage are often
not well known at the time of its design and fabrication, rendering it particularly relevant in
the context of emerging technologies (Gasser, 1986; Sobreperez, 2012). Such is the nature
of deepfakes as a technology, whose prospective use cases may not have been fully
understood, yet its malevolent usage has accelerated at an astounding pace. As the
potential of deep learning in general and generative adversarial networks in particular,
which power deepfakes, becomes increasingly apparent, and as the mainstream adoption
of deepfakes increases, we anticipate that deepfakes will be socially shaped to reflect
the circumstances of their development and that new pathways will emerge for the
phenomenon.

In conclusion, we present examples from prior research to illustrate how the theory has
been applied in various contexts to explain the uptake and usage of technologies, as well as
highlight how the theory has been utilized in the current study to offer insights on the
evolution of deepfakes as a socio-technical phenomenon (see Table 1).

2.3 Meta-synthesis

Meta-synthesis as an approach helps in drawing interpretations from a selection of
qualitative studies (Major and Savin-Baden, 2012) by providing a means of accumulating
wisdom from extant research which forms the foundations of science (Hunt, 1997; Hunter
et al., 1982). This approach, depending on how the synthesis is carried out, may be classified
as aggregation, interpretation, and translation synthesis (Hoon, 2013). Among the first two
approaches, namely aggregation and interpretation analysis, the former is rooted in the
positivist paradigm and focused on generating a prediction (Rousseau et al, 2008), while the
latter offers an interpretive explanation through an amalgamation of a selection of qualitative
studies and develops a model to explicate the findings (Walsh and Downe, 2005). As a result,
the synthesis expounds on the patterns within the corpus of studies while preserving the
integrity of the studies (Hoon, 2013). The last variant, translation synthesis, is directed
towards reconstructing “how the study’s participants constructed their own understandings”
of a phenomenon in focus, with the constructed entities serving as data for the synthesis
(Hoon, 2013, p. 526). This variant has received considerable interest among scholars in several
disciplines (Tranfield et al, 2003). Our study leverages this variant to expound on deepfakes
as a phenomenon while the integrity of individual studies comprising the selection is not
hampered.



Study Application of SST

Williams and Edge Reviews the literature that explores the social shaping of technology by examining
(1996) the content of technology and innovation processes

Rohracher (2003) Highlights the role of a diverse set of actors in the social shaping of two technologies,

Dutton ef al. (2004)

Park and McDowell
(2005)

Wilson and Howcroft
(2005)

Agalianos et al. (2006)
Howcroft and Light
(2010)

Bibri and Krogstie

(2017)
Chang (2019)

Frith and Wilken
(2019)

Sharma (2020)
Muza and Debnath
(2021)

Stroud et al. (2020)

Bibri (2022)

Chou (2022)
Howcroft and Taylor
(2022)

Ticau and Hadad
(2022)

This study

namely, balanced ventilation systems and smart home technologies, aimed to
enhance buildings’ environmental performance

Identifies constraints on innovation and changes likely to evolve from the diffusion
of virtual learning environments through perspectives from SST

Compares the shaping of a new media technology in two countries and through SST,
highlights the relationship between industry, policy, audiences, and the technology
Analyzes a case study involving the success and eventual failure of a nursing
information system through SST by leveraging the concept of relevant social
groups

Utilizes SST perspectives to explore the emergence and evolution of Logo, an
educational philosophy and an evolving family of computer languages that facilitate
its implementation

Examines the packaged software selection process among organizations and
leverages SST to demonstrate how technologies are socially constituted

Uses SST to elaborate on how smart and sustainable cities are shaped by and shape
institutional practices and structures

Uses SST to explore the usage of robots in organizations and underscores the need
for studying human-robot interactions to unravel complex factors driving use and
societal perceptions of robotics

Uses the locative media-startup failures as a point of departure and examines the
significance of location-based social networks and reconfigurations made by
involved players to the services through SST

Leverages SST to investigate the social shaping of solar microgrid in rural India and
the implications of the narrow framing of the socio-technical ensemble by several
involved organizations

Utilizes SST to explore the factors influencing the uptake of electrical appliances in
rural Rwanda, as well as the factors contributing to the failure of off-grid renewable
energy alternatives

Examines the role of digitalized drones in the manufacturing industry, discusses
their potential, and critiques unduly deterministic narratives through the lens of
SST

Underscores the need for mutual evolution of technology and society and discusses
the social shaping of Metaverse and the trajectory of its innovation processes
Utilizes SST to analyze the impact of various social factors in the diffusion of quick
response (QR) code payment technology and its commercialization through the case
study of related technology from Alipay

Uses SST to investigate what shapes automation and its expected effects along with
its implications for the future of work

Leverages SST to highlight the dual nature of the relationship between activity
trackers and user attitudes, as well as the positive behavioral consequences and
difficult-to-control mental states that follow from this interaction

Utilizes SST to develop a comprehensive perspective on the evolving nature of
deepfakes. This perspective offers insights on the socio-technical dynamics of
assertions and motivations enabled by digital platforms that contribute to deepfake
generation and dissemination, their unintended consequences, and governing
interventions aimed at mitigating these ramifications. The theoretical foundation of
SST sheds light on how the underlying technology that powers deepfakes socially

Engaging with
deepfakes

Table 1.

evolves through continual knowledge contribution and feedback-led refinement of [ljustrations from prior

assertions, and the meta-synthesis helps progress beyond the individual studies
which rarely discussed all these aspects in conjunction with one another

literature applying the
theoretical lens of SST
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3. Research design
The research design for our study is carried out in three steps which are elaborated below.

3.1 Outlining the research question

A methodical approach to any research endeavor commences with the formulation of an
appropriate research question. In the spirit of carrying out this meta-synthesis, we seek to
understand how individuals engage with deepfakes throughout the process of developing,
viewing, and sharing them, as well as how dissemination and ramifications of deepfakes may
be controlled by means of appropriate interventions. In accordance with this goal, the
research questions (RQ) guiding this study have been framed as follows:

RQI1. How do individuals engage with deepfakes in terms of creating, viewing, and
disseminating them?

RQ2 How can dissemination and ramifications of deepfakes be restricted through
suitable interventions?

3.2 Search protocol for locating relevant research

Identifying relevant studies in the extant literature is a crucial step prior to commencing a
meta-synthesis. Scholarly attention on deepfakes has spread across several disciplines,
including computer science (Gliera and Delp, 2018) and the domain of social sciences with
deepfake-related consequences widely discussed in areas such as journalism (Yadlin-Segal
and Oppenheim, 2021), politics (Dobber ef al, 2021) and ethics (Ohman, 2020). This
multidisciplinary nature of deepfake literature led us to execute our search protocol across
key databases focused on multidisciplinary research, namely Scopus, Web of Science (WoS),
ProQuest, and Ebscohost, which have been leveraged in previous literature reviews,
including meta-syntheses (e.g. de Beer and Matthee, 2021; Kaur et al, 2021; Khan and
Krishnan, 2021; Riar ef al, 2022; Soral et al, 2022; Tandon et al., 2021; Viglia et al., 2022).
Guided by our research question to identify the nuances of the process of deepfake
engagement, we commenced our meta-synthesis with a combination of keywords that were
driven by prior literature reviews on deepfakes (e.g. Carvajal and Iliadis, 2020; Westerlund,
2019). Deepfake as a term is a combination of “deep learning” and “fake” (Mirsky and Lee,
2021), and hence, these were included as additional keywords in the mix. Lastly, deepfakes
are also referred to as synthetic media (Leibowicz et al., 2021; Whitaker, 2021), and hence,
“synthetic media” was included as an additional search term in the list of keywords.

3.3 Determining the inclusion and exclusion criteria

Prior research cautions against selecting so many primary studies that the researchers
cannot conduct a deep and extensive study of the findings of each case (Sandelowski and
Barroso, 2007). Further, a meta-synthesis necessitates synthesizing the rich insights from
each case; thus, a manageable number of studies must be selected to preserve sensitivity
towards the analysis and synthesis of the findings of other researchers [1] (Hoon, 2013).
Hence, in accordance with prior studies (e.g. Khan and Krishnan, 2021; Lazazzara et al., 2020),
we formulated a set of inclusion and exclusion criteria to ensure the corpus of studies was
appropriate and representative of the literature on deepfakes. In addition, we included in our
corpus research studies employing a variety of qualitative research approaches. Whilst the
conventional approach of meta-synthesis was originally established for case studies (Hoon,
2013), it has been expanded to encompass a range of qualitative method-based investigations,
including interviews, ethnography, analysis of discussion threads, and social media posts
among others (Allen ef al., 2016; Athanasopoulou and Dopson, 2018; Lazazzara et al., 2020,
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discussion sections of selected research (Hoon, 2013); hence, it remains unaffected by the
qualitative method of inquiry employed in individual studies. Additionally, in line with recent
meta-syntheses (e.g. Allen ef al.,, 2016; Xie et al., 2021), we also incorporated qualitative studies
assessing user-generated content (UGC) from virtual communities and social media sites.
Lastly, with the motive of garnering practical insights on the phenomenon, grey literature
was included as part of the review (Adams ef al.,, 2017).

In line with methodological guidance from past literature (e.g. Atkins et al.,, 2008; Horton,
2020) and the discussion thus far in this section, our criteria for inclusion were (1) studies with
a qualitative research design and employing qualitative methods (fully or partially) (2)
studies including and interpreting data from interviews, observations, ethnographic
approaches, focus group discussions or UGC from discussions on online forums or social
media sites (such as Facebook, Twitter, Reddit and so on) (3) studies with deepfakes as the
central theme of research (4) studies with clear description and details on sampling method
and data collection process. In a similar vein, the criteria for exclusion were (1) studies
employing only quantitative research designs (2) technical articles on deepfakes (3) studies
positioned as a review (4) studies portraying only a conceptual or theoretical framework.

Guided by the research question and search protocol, the preliminary search yielded 444,
55, 248, and 169 studies from Scopus, WoS, ProQuest, and Ebscohost, respectively. The
studies were compared across the four databases to yield a final count of 733 unique studies.
Both authors independently analyzed these 733 articles. In line with identifying studies
relevant to our study objective, we anchored our next step of analysis on the titles of these 733
articles to gain a basic idea of each study and applied the inclusion criteria (1) and (3) and
exclusion criterion (2) to distinguish 206 studies. If the research design or the theme of the
article could not be determined at this stage or if any disagreement arose, the article was
retained for the next step of evaluation.

We then looked into the abstract of the 206 studies to further evaluate their relevance in
terms of the possibility of qualitative research design and situated in the context of deepfakes.
Not only did we include studies that appeared pertinent, but we also included studies with
abstracts that lacked a clearly articulated research design and theme. Moreover, as with the
previous step, an article was retained for the next stage of full-text analysis in the event of
disagreement between the authors or a lack of clarity around the research design or theme.
Through this, 63 studies were identified for the final round of screening in which all the
inclusion and exclusion criteria were applied, resulting in 11 studies deemed most suitable for
the purpose of the meta-synthesis. Furthermore, in accordance with prior literature (e.g.
Lazazzara et al., 2020), each of the 63 articles was reread in its entirety to confirm the robustness
of the evaluation and avoid the exclusion of any relevant studies. As a final step, to ensure no
crucial literature was excluded, we sourced additional literature by hand-searching, cross-
referencing, and including relevant studies from authoritative sources. This resulted in the
identification of 5 articles that were aligned with our review’s purpose and hence, included in
the final corpus of 16 articles. The process is detailed in Figure 1 and Table Al of Appendix.

4. Analysis

4.1 Synopsis of reviewed studies

Our review of qualitative deepfake literature reveals a rising trend of publications featuring
the phenomenon over the past four years. This is apparent from the emergence of deepfake as
a term in 2017 (Cole, 2017). Furthermore, the reviewed articles contain several references to
the use of deepfakes to create sexually explicit or pornographic content (e.g. Newton and
Stanfill, 2020; Popova, 2019). The creation of such content involves the digital replacement of
the face of one person with that of another who is involved in a sexual act. In this article,

deepfakes
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Figure 1.
Flow diagram of study
selection

Search protocol
Databases: Scopus, WoS, ProQuest and Ebscohost
Syntax: ("deep fake" OR "deepfake” OR "synthetic media” OR ("deep leaming" AND "fake"))
within fitle or abstract of the studies
T

Scopus: 444 studies ‘ ’ WoS: 55 studies ‘ ’ ProQuest: 248 studies ‘ ’ EbscoHost: 169 studies
[ [ I I

Records after removal of duplicates
(n=133)

Apply inclusion criteria (a) and (c) and
exclusion criterion (b)
’ Articles retained (n = 206) }—F{ Articles excluded (n = 527) ‘

Check for potentially qualitative research
design and theme of deepfakes

’ Articles retained (n = 63) }—P{ Articles excluded (n = 143) ‘
Apply all 4 inclusion and exclusion
criteria

Articles retained (n =1 1)
. . _ Articles included through hand-
’ Final corpus of tudies (n =16) 1< searching and cross-referencing (n = 5)‘

we refer to these phrases “sexually explicit content” and “pornographic content” as content of
an explicit nature. In one of the first qualitative studies on deepfakes, Fikse (2018) employed
digital ethnographic methods and participated in online discussion forums, such as
the deepfakes club forum, with the aim of identifying harmful usage patterns of deepfake
technology and associated socio-technical consequences. In doing so, the author
acknowledges the high levels of expertise required to create deepfakes, as well as the fears
and concerns that accompany it as it ushers in a post-truth era. However, technology has
certainly advanced since then, as evidenced by the abundance of online fabrication methods
and the ease with which deepfakes can now be produced (Gandhi, 2021). In a subsequent
study, Popova (2019) examined celebrity deepfake engagement through yet another digital
ethnographic approach centered on two deepfake sites. Through the study, the author
demonstrated low levels of concern among communities for the private individual behind the
deepfake and noted attempts by communities to restrict the content within the community as
opposed to disseminating it to a larger audience (Popova, 2019). In this regard, it should be
noted that celebrity deepfakes, particularly those of Hollywood stars, were gaining
popularity around this time (Hern, 2018a), and the social community site Reddit witnessed a
significant increase in deepfake community members, exacerbating concerns and eventually
leading to Reddit banning the nearly hundred thousand strong community that indulged in
celebrity face-swapped deepfakes of an explicit nature (Farokhmanesh, 2018; Hern, 2018a, b).

In the ensuing years, the phenomenon began to attract the attention of scholarly
communities as concerns escalated and community bans followed. A 2019 report on the state of
deepfakes indicated that women were the exclusive target of deepfakes (Sensity, 2019; Wang,
2019). In accordance with this, Newton and Stanfill (2020) shed light on the gendered discourse
in deepfake communities through a thematic analysis of deepfake discussions on two GitHub
communities and emphasize that while open source platforms are a platform for various
technological tools, they also are “a site of toxic geek masculinity” (Newton and Stanfill, 2020,
p. 2). In a similar vein, Winter and Salter (2020) traced the inexorable spread of deepfakes
despite regulatory efforts and the concomitant surge in non-consensual deepfaked content.
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spotting them (e.g. Barber, 2019; Sample, 2020), Thaw et al (2020) conducted a study with
students and working professionals and found that the majority of them are unable to detect
deepfakes. Additionally, they offered insights on features utilized in evaluating deepfakes that
may be considered for use in improving deepfake detection algorithms (Thaw et al, 2020).

In 2021 and 2022 till date, the scholarly contribution to deepfake research has undoubtedly
been at its peak, with over two-thirds of reviewed studies published during these years. In this
context, Ali et al (2021) highlight the role of learning interventions by introducing a group of
middle and high school students in the United States and demonstrate the efficacy of the
interventions that enable the students to recognize deepfakes and misinformation in general.
While it has been widely accepted in prior literature that people with higher levels of media
literacy are better able to identify fake news online (e.g. Cheng and Chen, 2020; Jang and Kim,
2018; Mihailidis and Viotty, 2017), recent research has questioned the generalizability of
media literacy by suggesting that some types of literacies, such as information literacy, may
be advantageous in comparison to others in identifying and debunking fake news online
(Jones-Jang et al., 2021). In this regard, additional research on the intricacies of media literacy
and its impact on deepfake detection may be worthwhile to take into consideration. In among
the first few studies to focus on deepfakes designed not with malicious intent but for
entertainment at best with monetization opportunities, Bode (2021) analyzes a deepfaked
video of Keanu Reeves created by Corridor, a YouTube channel, and the role of the networked
public in shaping the discourse surrounding the video and its popularity. In a departure
from deepfake analysis predominantly centered on western nations, de Seta (2021) discusses
deepfakes in China through the Zao app and communities of practice contributing to
deepfake fabrication in the region. In this regard, the author draws attention to the impact of
the Chinese technology industry on the development of deepfakes and related issues (de Seta,
2021). The study is significant in light of China’s strict regulation of information (Guo, 2020),
the Zao app’s growing popularity and privacy concerns (Doffman, 2019), and China’s efforts
to combat deepfakes (Reuters, 2019).

Among other studies, Flynn et al (2021) conducted semi-structured interviews with image-
based sexual abuse victim-survivors and associated stakeholders to analyze deepfakes victims
and the abuse they experience. While earlier works had highlighted the negative effects of
deepfakes, this was one of the first to include a first-person description of victims’ experiences.
Amidst rising concerns over a post-truth era ushered in by deepfakes, Gregory (2022)
highlights the efforts of WITNESS, a human rights non-profit organization in mitigating
misinformation, restoring truth and curbing the malicious use of deepfakes, including the role
of authenticity infrastructure in the process through a case study drawing upon the author’s
own experience and that of the author’s colleagues in the organization. As deepfakes’
technological prowess continued to expand, Ghazi-Tehrani and Pontell (2021) explored the
potential for deepfake-led phishing attacks, which may be extremely challenging to decipher.

The gendered discourse dominating deepfakes continues to dominate discussions in 2022,
with Eelmaa (2022) using a thematic analysis of user comments on Reddit to highlight
concerns regarding the gendered narrative and lingering ambiguities surrounding computer-
generated explicit content, particularly of children. Despite efforts from platforms such as
Reddit to ban deepfake communities over the years (e.g. Anderson, 2022; Hern, 2018b),
Gamage et al. (2022) reveal the pro-deepfake nature of Reddit conversations and the support
for the creation and transmission of deepfake artifacts through a thematic analysis of posts
and comments on Reddit. Deepfakes are increasingly turning into a nightmare for journalists
who are beginning to consider ways to stop their spread (Templeton-Knight, 2021). In this
regard, Himma-Kadakas and Ojamets (2022), through semi-structured interviews with a
group of journalists in Estonia, contend that deepfakes are among the most challenging
media when it comes to detecting them. Sabrina (2022), through interviews with university
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students in South Korea, highlights concerns about the erosion of public trust and
accompanying fears, as well as the alleviation of certain issues due to the emergence of
deepfake detecting technologies. Widder et al. (2022), through semi-structured interviews
with professionals, examine an essential aspect of deepfakes in the context of ethics in open-
source Al communities and the beliefs of community users. In doing so, they contribute to
past research, such as that of Winter and Salter (2020), who explore the ethical stance of open
source platforms in controlling deepfake content.

A summary of the 16 studies reviewed as part of the meta-synthesis and discussed in this
section is detailed out with a brief description of each study, the research method and sample
employed for the study, the country of research project based on participant profile or the first
author affiliation in case of online community discussions where the location could not be
ascertained and key findings of each study (see Table A2 of Appendix).

4.2 Extracting and coding data for insights

The first step in conducting a meta-synthesis analysis is to undertake study-specific analysis
(Hoon, 2013), in line with extracting and categorizing evidence captured from each study
(Noblit and Hare, 1988). We analyzed and coded the texts in order to gain insights into the
processes underlying the overall deepfake engagement process and its implications, as our
objective was to examine the dispositions for individuals to engage in deepfake fabrication
and dissemination, as well as how the phenomenon affects our worldview and associated
choices. In doing so, we classified the insights gleaned from the studies by focusing primarily
on the findings and discussion within each study (Hoon, 2013). Following such a methodology
allows researchers to capture the original substance of the studies and avoid any interpretive
bias that could jeopardize the purpose of the meta-synthesis.

In accordance with our research questions, a preliminary coding form was constructed, and
four studies were chosen at random to find pertinent items deserving of inclusion in the coding
form basis which the form was refined. Utilizing the improved coding form, the remaining articles
were coded by both authors individually, as using two coders eliminates errors in recording data
and prevents the omission of constructs that are relevant to the study (Miles and Huberman, 1994).
The authors employed an iterative approach (Locke, 2001), alternating between the emerging
insights from the studies and the codes. In the event of discrepancies, we engaged in conversation
and addressed any differences in the coding process after reaching consensus. Following the
instructions of Mackey and Gass (2015), one of the authors also coded the articles across two
different time periods to help establish intra-rater reliability. Then, we began to establish
connections between the codes and construct more generalized themes. In accordance with
recommendations from (Hoon, 2013), we recognized commonalities between concepts and
organized them into theoretical categories to uncover a set of second-order themes. As we sought
causative sequences of variables at the level of individual studies, we constructed study-specific
causal network sequences, therefore establishing the linkages. For instance, one of the causal
linkages established through this process revealed that “non-malevolent motivations” such as an
intent directed towards monetary gains and “pro-deepfake assertions” such as a form of celebrity
engagement, supported by the “marketplace ecosystem” with platforms such as YouTube offering
monetization opportunities lead to “innocuous fabrications” such as deepfaked videos of Keanu
Reaves and may also result in “inadvertent sharing” for its entertainment factor. This process of
establishing study-specific causal mechanisms served as the basis for the conceptual framework
which we ultimately propose through the analysis.

Next, we moved from the level of individual studies to the level of cross-study analysis. Seeking
guidance from prior literature (e.g. Khan and Krishnan, 2021; Lazazzara et al, 2020), we
constructed a within-case processual matrix, within which the rows and columns reflected
individual studies and categories determined from the primary coding stage, respectively. This



allowed us to determine the associations across categories throughout the studies. As a Engaging with

consequence of this step, the themes were refined further, resulting in a collection of improvised
second-order themes and causative networks at the study level. This refined set of second-order
themes was combined to form a set of aggregate dimensions, which aided the development of the
conceptual framework (see Table 2).

In accordance with recommendations from Miles and Huberman (1994), we also conducted
a cross-study comparison to determine how associations developed over the complete array
of studies. As an example, when the causal networks from the studies by Widder et al. (2022)
and Gamage et al. (2022) were compared, it revealed similarities in terms of digital spaces
offering the necessary “technological expertise” to engage in deepfakes which could be
“malicious fabrications.” However, the causal networks in Widder ef al (2022) revealed
the possibility of “innocuous fabrications” as well, such as satirical deepfakes, whereas the
analysis of the causal mechanisms in the study by Gamage et al (2022) revealed the
possibility of “networked spaces” like Reddit providing advice around legal clearances in
deepfake creation as well as a repository of banned deepfakes through a “marketplace
ecosystem” and a space to incubate deepfake creators and hone their skills towards deepfake
creation through “technology expertise”. By engaging in similar activities, we were able to
find new factors and establish interrelationships, thereby influencing the conceptual
connections which emerged through a framework (see Figure 2) connecting deepfake-related
assertions, motivations, the nuances of digital platforms, the dissemination patterns, and
related consequences. In the following section, we elaborate on each of the components of our
conceptual framework and examine the relationships.

5. Conceptual framework of deepfake engagement

In this section, we first draw upon the theoretical perspective from SST to develop the
conceptual framework of deepfake engagement and then explain each of the components of
the framework, which is schematically represented in Figure 2.

5.1 Theoretical underpinnings

We utilize the theoretical perspective from SST to explain our framework. As noted
previously, the central premise of SST is that the social context in which a particular
technology is created has a profound impact on its development (MacKenzie and Wajcman,
1999). SST provides a novel perspective in the context of technologies where visions are
diverse, societal interests are at odds, and the applications and market for emerging
technology are still evolving (Jergensen et al, 2009). We suggest that this is the case with
deepfakes and provide supporting evidence. We contend that the social environment of the
origins of deepfakes has shaped the dominant use cases of the technology to date. While
deepfakes are a category of Al-generated synthetic media (Whittaker et al., 2020), the term has
a negative connotation since its early association with technological advancements that
enabled face swapping in pornographic videos using open-source ML tools (Cole, 2017,
Somers, 2020). Despite the fact that the technology associated with making deepfakes has the
potential for constructive applications, they have been largely perceived negatively and are
known for their dominant use in political or explicit content (Chandler, 2020). Experts at large
believe that the word “fake” in deepfake is often associated with unlawful and fraudulent acts,
thereby lending it a negative connotation and indicating malicious intent (Huijstee et al,
2021). While this connotation does not hinder the growing number of positive use cases of
deepfake technology, the literature is still replete with negative use cases in contrast to the
relatively few explorations of positive use cases. However, deepfake as a technology is still
evolving, and we anticipate it will be influenced by the social context in which it evolves. In
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this regard, our framework acknowledges the dichotomous structure of arguments for and
against deepfakes, while platform-level enablers such as collaboration, space for learning,
and so on contribute to the development of malicious and non-malicious deepfakes. This
social context comprises a variety of assertions, motivations, and platform-level enablers
that influence deepfake technology and its further spread while a range of regulatory
interventions may limit the effects of deepfakes, including their proliferation. Lastly,
feedback loops not only help enhance platform-level contributions to deepfake creation, but
feedback from consequences experienced across various levels could also refine the prevalent
opinions and assertions regarding deepfakes in society.

‘We now elaborate on the preceding discussion by referencing the framework in Figure 2. As
indicated by the arrow P1, arguments for and against deepfakes interact with deepfake fabrication
related motivations. These interactions are backed by digital platforms as enablers (see arrow P2)
and lead to the fabrication of a variety of deepfakes, as indicated by arrow P3. These deepfake
genres are disseminated, either deliberately or inadvertently, as indicated by arrow P4, and inflict
consequences at various levels, as depicted by arrow P5. However, a range of regulatory measures,
such as the improvement of media literacy and governance procedures on technological platforms,
may mitigate the effects of the phenomenon, including the spread of deepfakes; we indicate this
moderating effect with the arrow P6. However, the persisting ambiguities on these platforms, such
as the vagueness of platform standards, may render these regulatory mechanisms ineffectual and
are anticipated to mitigate their influence, as indicated by arrow P7. Lastly, the variety of
deepfakes created and disseminated contributes knowledge back to the platform through user
feedback, dissemination, and an archive of deepfakes that serves as a repository for future
fabrications, while the consequences of deepfakes may serve as feedback for refining the prevalent
assertions surrounding the phenomenon. In this section, we elaborate on each of the framework’s
components by employing references from the reviewed literature.

5.2 Motwations for deepfake fabrication

Although the term “deepfake” conveys a negative connotation, a growing number of positive
applications are being developed by employing the technology enabling deepfakes (Somers,
2020). However, a significant portion of deepfake technology manifests online as pornographic
content (Morgan, 2022) and several motivations for deepfake fabrication tend to involve malice.
Malicious motives, for instance, may range from a desire to organize political smear campaigns
(Sabrina, 2022) to a desire to gain control or exact revenge on another individual who may
become the target of a deepfaked attack (Fikse, 2018; Flynn et al, 2021; Gamage et al., 2022;
Popova, 2019; Winter and Salter, 2020). Rarely, such motivations may also be associated with
blackmailing or cyberbullying (Sabrina, 2022) or the execution of spear-phishing on high-
potential targets (Ghazi-Tehrani and Pontell, 2021). Intriguingly, deepfakes may not always be
constructed with malicious intent, but rather as a pastime or leisure tool (de Seta, 2021; Widder
etal,2022). We also observe instances of online channels creating deepfakes to generate revenue
while providing entertainment value (Bode, 2021; Gamage et al.,, 2022). Deepfakes have also been
reported to have been constructed for demonstration and educational purposes, which may be
regarded as a virtuous motive (Fikse, 2018; Widder et al, 2022).

However, while an individual’s motivation to create a deepfake may stem from a variety of
reasons, such as seeking revenge on another individual or a more frivolous motive of face-
swapping a celebrity in a movie scene, we contend that motivation alone does not result in the
fabrication of a deepfake. The reasons are twofold. First, creating a convincing deepfake that
is hard to detect is not an easy task and requires sophisticated graphic design and technology
expertise (Bernaciak and Ross, 2022). In this regard, our review suggests that digital
platforms act as incubators for aspirants to hone their deepfake creation skills (e.g. Gamage
et al., 2022). We contend that the platforms serve as enablers for the motivation to translate
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stigmatized for its malicious uses, and deepfake creators have been branded with a criminal
and slanderous charge (Kobielus, 2020). In this context, our review suggests that an
individual’s sense of ethics may deter them from breaching norms and developing deepfakes
that may cause harm to others (e.g. Widder ef al, 2022). Additionally, as a result of the
sensationalization of deepfakes and their potential ramifications, we contend that individuals
will be reluctant to engage in fabricating deepfakes due to the stigma attached to it. However,
deepfakes are a dual-use technology, and as more socially redeeming uses emerge, the
technology might begin to lose its stigma (Kobielus, 2020), and we contend that they would
serve as justification to engage in deepfake fabrications. In a similar vein, if an abundance of
illegal acts involving sexualized images ends up desensitizing people and normalizing such
acts (e.g. Eelmaa, 2022), this may also dispel the stigma attached to deepfakes and lead to a
proliferation of malicious deepfakes. Hence, we argue that the pathway from a specific
motivation towards a tangible outcome in a deepfake fabrication is fueled by two essential
factors (1) assertions surrounding the phenomenon and (2) digital platforms as enablers. We
discuss these further in the following sections.

5.3 Dichotomous assertions
The literature presents contrasting perspectives on deepfakes as a concept with a split verdict
(Gow, 2020). In this regard, there are numerous pro- and anti-deepfake claims in circulation.
Arguments against deepfakes indicate grave concerns regarding its use in the production of
mature content and the normalizing of such behavior (Eelmaa, 2022; Fikse, 2018; Flynn et al,
2021; Gamage et al, 2022; Newton and Stanfill, 2020; de Seta, 2021; Widder et al, 2022; Winter
and Salter, 2020). These anti-deepfake arguments also emphasize the gendered nature of the
narrative emerging from the process and the violence connected to it (Eelmaa, 2022; Flynn et al,
2021; Gregory, 2022; Newton and Stanfill, 2020; Widder et al, 2022; Winter and Salter, 2020)
including cybercrime (Ali et al, 2021; Eelmaa, 2022; Flynn et al, 2021; Ghazi-Tehrani and Pontell,
2021) and erosion of societal values, ethics and morals in the long run (Ali e al, 2021; Bode, 2021;
Eelmaa, 2022; Gamage et al., 2022; Newton and Stanfill, 2020; de Seta, 2021; Widder et al, 2022).
While these anti-deepfake claims are not without merit, it is worth noting that there are other
claims that highlight the phenomenon’s positive aspects. In this context, pro-deepfake
arguments imply that deepfakes provide a platform for creative expression (Ali et al.,, 2021; Bode,
2021; de Seta, 2021; Widder et al, 2022), a means to engage with the celebrity being deepfaked
(Bode, 2021; Popova, 2019) and an opportunity to showcase technological expertise and hone
skills (Newton and Stanfill, 2020). Pro-deepfake opinions also indicate that widespread use of
deepfake technology is inevitable (Widder ef al,, 2022). As deepfake technology evolves and more
use cases surface, it remains to be seen how the balance shifts in favor of one over the other.

5.4 Digital platforms as enablers

Our model recognizes the importance of digital platforms in facilitating the generation of
deepfakes. In this context, three major forces facilitate the platform-driven creation process.
First, platforms provide technical enthusiasts an incredible opportunity to train and master
deepfake creation abilities (Gamage et al., 2022; Newton and Stanfill, 2020; Widder et al., 2022).
Second, the collaborative nature of these platforms provides a mechanism for developers
to participate in discussions that enable them to introduce new tools and techniques to
community members (Gamage et al., 2022; de Seta, 2021), who in turn also receive feedback to
improve and hone their skills (Gamage et al, 2022; Popova, 2019) while communities offer
guidance on navigating legal roadblocks (Gamage et al, 2022) and so on. Third, platforms
offer a vast database of deepfakes (Fikse, 2018; Gamage ef al, 2022) in addition to the
infrastructure for deepfake monetization (Bode, 2021; Gamage ef al., 2022).
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5.5 Genres of deepfakes

The literature contains several subgenres of deepfakes, as delineated by the preceding
discussion. On the basis of the reviewed literature, deepfakes can be broadly classified into
two main categories: malevolent and innocuous. Among the malevolent deepfake
fabrications, political deepfakes (Ali ef al, 2021; Gamage et al, 2022; Ghazi-Tehrani and
Pontell, 2021; Gregory, 2022; Sabrina, 2022; Widder et al, 2022) and explicit deepfakes
(Eelmaa, 2022; Fikse, 2018; Flynn et al., 2021; Gamage et al., 2022; Newton and Stanfill, 2020;
Popova, 2019; de Seta, 2021; Widder et al,, 2022; Winter and Salter, 2020) have gained the most
attention, although concerns are beginning to surface over Al-enabled deepfake reviews as
well (Gamage et al., 2022). Among deepfakes of a benign nature, they have been leveraged
towards participating in satire (Fikse, 2018; Widder et al., 2022). While celebrities have been
the target of explicit deepfakes, material such as a deepfaked video of Keanu Reeves
demonstrates a positive use of celebrity involvement through the phenomenon, as well as a
method for generating revenue via digital platforms (Bode, 2021). Finally, deepfakes could be
used to improve digital media literacy, and online communities have presented themselves as
a platform for developing educative deepfakes and discouraging malevolent ones (Ali ef al,
2021; Widder et al., 2022; Winter and Salter, 2020).

At this stage, we reiterate that motivations alone do not lead to the creation of deepfakes.
While the motivation to fabricate a deepfake may exist, the pathway from this motivation to
the actual fabrication of a deepfake is contingent on two factors: the digital platforms as
enablers and the assertions surrounding the phenomenon. In the case of the former, the
technological sophistication required to create a convincing deepfake (Bernaciak and Ross,
2022) makes it difficult for a layman without the requisite skills to develop a convincing
deepfake, whereas in the case of the latter, the stigmatization of deepfakes (Kobielus, 2020)
may act as a deterrent against creating a deepfake. As stated previously in this section, digital
platforms function as enablers by providing direction through community engagement,
curating knowledge through code repositories (e.g. Winter and Salter, 2020), and providing
feedback to users (e.g. Gamage et al, 2022). Collectively, these platforms assist aspirants in
perfecting their deepfaking skills. Alongside, the inherent stigmatization of deepfakes and an
abundance of illegal acts involving sexualized imagery may end up desensitizing individuals
and normalizing such acts (e.g. Eelmaa, 2022), thereby dispelling any stigma attached to
harmful deepfakes and resulting in their proliferation. In a similar vein, the advent of more
socially acceptable use cases may potentially aid in removing the stigma (Kobielus, 2020) and
serve as justification for engaging in creating deepfakes.

We illustrate this through an example. For instance, while sexual gratification could be a
motivation (Flynn et al, 2021), we contend that this motive alone does not equate to creating a
deepfake. First, the technological platforms function as a learning enabler since the
developers of these software powering deepfakes, in their pursuit of a “higher purpose,” are
continually working to improve the software while overlooking its potential misuse for
harmful applications (Widder et al., 2022). Second, perceptions of certain sexualized content
as a form of private activity (Eelmaa, 2022) or its framing as an expression of creativity
(de Seta, 2021) serve as affirmations that reinforce the motivations. We contend that these
digital enablers in the form of technology platforms and the expertise contained therein,
along with the normalization of activity around the production of deepfakes, facilitate the
transition of motivations towards the fabrication of deepfakes.

5.6 Dissemunation of deepfakes

Deepfake dissemination may be intentional and linked to foisting political harm and
distorting the electoral landscape (Gamage et al., 2022; Sabrina, 2022), or it may be tied to an
act of anger and rage leading to the sharing of explicitly natured deepfakes (Flynn et al., 2021),
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distribution may also be entirely unintentional and unrelated to any goal. The inability to
recognize the media as a deepfake may result in its dissemination (Ali ef al.,, 2021; Thaw et al.,
2020), while it may also be disseminated for recreational or entertaining purposes (Bode, 2021;
de Seta, 2021). In this regard, journalists’ fact-checking abilities are of the utmost significance,
and this group risks disseminating deepfaked content due to time restrictions and a sense of
competition with other broadcaster units (Himma-Kadakas and Ojamets, 2022).

5.7 Consequences of deepfakes

Deepfakes pose severe and multifarious repercussions. At the societal level, deepfakes may
pose arisk to electoral discourse by swaying public opinion (Fikse, 2018; Gamage et al., 2022).
As the pervasiveness of deepfakes increases and pornographic deepfakes abound, there may
be an erosion of ethics and morality in the long run (Ali ef al, 2021; Eelmaa, 2022; Gamage
et al, 2022; Ghazi-Tehrani and Pontell, 2021; Newton and Stanfill, 2020; de Seta, 2021; Widder
et al, 2022; Winter and Salter, 2020). At the individual level, the literature highlights the
victimization of targets who must deal with deepfaked creations that use their images
without consent (Eelmaa, 2022; Flynn et al., 2021) and may also be subject to cyberbullying or
blackmail (Sabrina, 2022), while the pervasiveness of deepfakes in the long run ushers in post-
truth incredulity and distrust in media (Fikse, 2018; Sabrina, 2022; Widder et al, 2022).
However, this distrust and skepticism may also serve to foster a generation of responsible
consumers of digital media (Ali et al,, 2021). At the organizational level, deepfakes pose firm-
level consequences by targeting high-value individuals in spear-phishing attacks (Ghazi-
Tehrani and Pontell, 2021), while literature also discusses the possibility of fake reviews
(Gamage et al, 2022), which have posed a constant threat to industries (Wu et al.,, 2020).
Moreover, journalists across platforms are exposed to information from numerous groups
and readers seeking to advance their agendas and the prevailing information disorder leads
them to develop a deep sense of distrust towards information originating from the public such
as activists, ordinary citizens, or public relations agents (Himma-Kadakas and Ojamets,
2022). The limited skills of journalists in recognizing digitally manipulated footage such as
deepfakes serve as a warning of the risks they are exposed to due to low visual verification
skills (Himma-Kadakas and Ojamets, 2022). As a result, journalist organizations are
witnessing a decline in the public’s trust in journalism (Himma-Kadakas and Ojamets, 2022),
making it challenging for them to regain their lost credibility.

5.8 Governing interventions

The framework acknowledges the significance of multiple approaches designed to regulate
the proliferation of deepfakes and their repercussions. We observe three major interventions
in this respect. First, human-directed mechanisms refer to programs designed to improve
media literacy and critical thinking abilities (Ali et al., 2021; Bode, 2021; Fikse, 2018; Gregory,
2022; Himma-Kadakas and Ojamets, 2022; Sabrina, 2022). For instance, critical thinking skills
among journalists aid in analyzing and verifying the material, which not only aids in spotting
erroneous information but also prevents the publication of such reports, which may result in a
loss of public faith in the media (e.g. Himma-Kadakas and Ojamets, 2022). Intriguingly, the
prevalence of deepfake may act as a form of immunization, as such extensive diffusion will
cause individuals to stop trusting videos at face value and instead subject media content to
verification (Widder et al, 2022). In this regard, the literature also highlights the efforts of
citizen journalism networks and journalist groups’ joint fact-checking attempts to combat the
problem (Gregory, 2022; Himma-Kadakas and Ojamets, 2022). Second, the framework
emphasizes the significance of technology infrastructure and associated interventions as
governing mechanisms. For example, forensic techniques can help detect manipulated media
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(Himma-Kadakas and Ojamets, 2022), whilst multi-factor authentication can thwart phishing
attacks (Ghazi-Tehrani and Pontell, 2021). In this scenario, deepfake makers may consider
marking content with a watermark that could mitigate effects even if the content is
disseminated outside of its original context (Popova, 2019). In other technological
infrastructure-related regulations, platform rules and standards on social media sites could
help mitigate deepfake-related harm, while such recommendations are also echoed by
community members (Gamage et al, 2022) who make efforts to contain deepfaked material
within the communities of practice (Popova, 2019). For instance, online platforms have
incorporated revisions to their content policies which prohibit involuntary pornography,
sexually explicit fake imagery, manipulated media and misleading impersonation via
deepfakes (e.g. Bickert, 2020; Binder, 2020; Hawkins, 2018; Reddit, 2020, 2022). While such
platform policies typically limit an individual’s access to the platform or ban a community of
users who engage in such infractions (e.g. Anderson, 2022; Hern, 2018b), the government
legislations could result in harsher punishments, which takes us to the third intervention. In
this context, our framework emphasizes the need for legislative mechanisms, such as
prohibitions on deepfake content, to combat the deepfake menace (Ali et al, 2021; Ghazi-
Tehrani and Pontell, 2021; Gregory, 2022; Winter and Salter, 2020). This is consistent with the
European Union’s recent strengthening of legislation around misinformation, including
deepfakes (Collins, 2022), while in other legal reforms, lawmakers are considering criminal
penalties and prosecution for individuals who fabricate or share pornographic deepfakes
(E&T, 2022). Countries like China are contemplating deepfake legislation that would impose
severe penalties on platforms that violate regulations (Elliott and Tobin, 2022), and other
nations are expected to follow suit.

5.9 Challenges posed by digital platforms

We contend that platform-level issues impede the regulatory mechanisms from obtaining
sufficient momentum, thwarting efforts to regulate the diffusion and adverse consequences
of deepfakes. These obstacles can be broadly categorized into three categories. First, with
regard to measurement ambiguities, deepfakes of an explicit nature in hentai, a genre of
Japanese anime, have frequently been portrayed as an art, with censorship ideas met with
strong opposition (Eelmaa, 2022), while legal versus ethical conflicts are noted in the framing
of objectionable content on platforms (Newton and Stanfill, 2020). Second, the ambiguity of
platform standards presents a problem in that platform-specific timing and nature of policies
can afford platforms disproportionate authority over deepfake-related policies (Gamage et al.,
2022). Third, the literature demonstrates that a lack of control and moderation on platforms
due to indifference towards harms (Newton and Stanfill, 2020), absence of ethics around
seeking consent (Newton and Stanfill, 2020; Winter and Salter, 2020) and appreciation for
explicit natured deepfake content and intent to continue such practices (Winter and Salter,
2020) clearly hinders the progress of governing mechanisms, such as prohibitions on
deepfake content.

6. Discussion

Deepfakes are a relatively new phenomenon that has been extensively debated for both their
positive and bad applications. These adverse consequences have also prompted research on
deepfake production and detection (e.g. Almars, 2021; Mirsky and Lee, 2021), while it has been
argued that deepfake technology poses an epistemic danger and ushers in a post-truth future
(Chesney and Citron, 2019; Fallis, 2020). On the downside, deepfakes usher in a profound
sense of mistrust and a state of epistemological pluralism in which individuals may not only
question reality but strive to reorient towards this plurality through several ways of
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epistemic harm wherein our capacities to acquire accurate beliefs may be hindered as a
consequence of this technology (Fallis, 2020), while it may also allow us to transition from
what existed only in our imaginations to experience it in reality through digitally altered
footage (Kerner and Risse, 2021). However, scholars have also argued that such concerns may
be unfounded and exaggerated (Harris, 2021). On the bright side, this epistemic ambiguity
may in fact prompt viewers to scrutinize even the most legitimate videos if they come from a
questionable source (Harris, 2021). Furthermore, we are starting to witness a growing number
of positive use cases in instances such as protecting patient privacy in healthcare (e.g. Crystal
et al., 2020; Shin et al., 2018), creating educational videos (e.g. Griffin, 2019), promoting fashion
through deepfake apparel in the fashion metaverse (e.g. Darko, 2021; McDowell, 2021) and so
on. As technology advances and more use cases emerge, it remains to be seen how the balance
will shift in favor of one over the other.

This work sheds light on the socio-technical aspects of deepfake engagement through a
meta-synthesis of qualitative literature on deepfakes from the theoretical standpoint of SST.
The conceptual framework developed through this study helps clarify our understanding of
deepfakes through a comprehensive view of the phenomenon. In doing so, we addressed the
two research questions raised at the outset of this study. RQl was addressed by
demonstrating how motivations, contingent on assertions and platforms as enablers, drive
the creation and dissemination of deepfakes. RQ2 was addressed by demonstrating how a
multitude of governing interventions constrain the dissemination and ramifications of
deepfakes, as well as how the influence of these interventions is diminished through
challenges posed by the digital platforms. This is one of the first studies to establish a
complete, theoretically grounded perspective on how individuals engage with deepfakes, and
it has a number of theoretical and practical implications that are discussed below.

6.1 Theoretical implications
Meta-synthesis helps in progressing beyond the individual studies and identifying how the
categories that emerged from those studies are related to each other across studies (Khan and
Krishnan, 2021). As evidenced by our analysis, while the individual studies either uncovered
the motivations for deepfake generation, arguments in support of and against deepfakes, or
the role of digital technologies as enablers, they rarely discussed all of them in conjunction
with one another. Similarly, while the dissemination of deepfakes, related consequences, and
measures to curb the spread were discussed in the extant literature, there was rarely a
concerted view regarding how the unabated spread may be curbed by a diverse array of
governing interventions and why such interventions are generally unsuccessful. As a
response to this siloed treatment across studies, the current study systematically synthesizes
the varied aspects connected with deepfakes and presents a holistic framework of deepfake
engagement. In doing so, the study highlights the role of technology platforms in promoting
the fabrication of deepfakes, while ongoing efforts to improve the accuracy of deepfakes
serve as feedback to stimulate their continuous adoption. In addition, the absence of clearly
defined guardrails on these platforms hinders efforts to curb the unchecked proliferation and
devastating effects of deepfakes. However, the narrative has a silver lining in that continual
refinement of assertions may strike a balancing act in limiting the malicious use of deepfake
technology while fostering its positive use cases. Table 3 provides a summary of the study’s
key contributions in terms of new insights from the meta-synthesis which were not apparent
in the individual studies.

The myriad of attributes that emerge from the meta-synthesis provides a detailed
understanding of how deepfakes are produced and consumed, while the attributes prompt
researchers investigating the evolutionary nature of deepfakes as a socio-technical
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Table 3.
Preview of study
contributions

Sr.
No  Study contributions State of the literature Implications for research
1 Explicates that the pathway Discusses malevolent and non-  Expands the knowledge base
from a motivation to a deepfake =~ malevolent motivations largely  for IS researchers contributing
fabrication is not in isolation and rarely in the towards ethical Al frameworks
straightforward but contingent ~ context of broader assertions for responsible development
on the digital platforms and and platforms facilitating and deployment of synthetic
assertions. Networked spaces on  deepfake fabrications. media that powers deepfakes
platforms help aspirants in Consequently, the extant
perfecting deepfake technology  literature predominantly
skills. However, while assertions  portrays a picture of
that stigmatize deepfakes may motivations directly translating
dissuade individuals from to a deepfake fabrication
deepfaking, desensitization
caused by an excess of harmful
deepfakes may serve as
justification for engaging in
similar fabrications
2 Emphasizes nefarious use of Focuses minimally on positive ~ Opens up new avenues for
deepfakes and their use cases and primarily on research on deepfake
stigmatization. Nevertheless, malicious uses applications (e.g. preserving
strikes a balance with a view on patient privacy in healthcare)
both malicious and innocuous by emphasizing that Al is
deepfake genres intrinsically neither good nor
evil
3 Advances our understanding of ~ Highlights efforts suchas media  Raises possibilities for
governing interventions to limit  literacy, image forensics, etc.but  researchers to examine the
deepfake sharing and its rarely discusses the causes for ~ potential influence on basic
consequences. In this regard, the unabated spread of liberties such as the right to
sheds light on platform-level deepfakes despite these free speech in light of
issues such as vague standards  interventions regulations for synthetic media
and lack of enforcement which and the shifting onus on
dampen efforts platforms for stricter
enforcement
4 Provides an interconnected, Predominantly focuses on Creates opportunities for
multi-layered perspective on consequences only at one of the  researchers to comprehend
deepfake-related consequences three levels and rarely offersa  how deepfakes influence
at the societal, organizational, multi-layered perspective individuals’ affective states
and individual levels, as well as and cognitive capacities and
how the influence at one level potentially implant false
cascades to other levels as a memories. The perspective on
result of both intentional and cascading effects enables
inadvertent sharing of deepfakes researchers to preempt
potential ramifications and
contribute to the pedagogical
development of media literacy
and digital awareness
initiatives
5 Provides a theoretical foundation ~ Partially emphasizes knowledge =~ Opens up possibilities for IS

for the evolving nature of
deepfakes and a perspective on
how the underlying technology
socially evolves through
continual knowledge
contribution and feedback-led
refinement of assertions

contribution through code
repositories and user feedback,
but continual refinement of
assertions and uses of
technology are rarely
highlighted in conjunction with
deepfake use cases

researchers to trace the
trajectory as the phenomenon
matures and examine the
socio-technical linkages
embedded in its evolution
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assertions are likely to influence the evolution of deepfakes in the future. In doing so, the
findings from this study have several implications for researchers in the information systems
(IS) discipline. First, the meta-synthesis sheds light on how the platforms facilitate the
construction of deepfakes. The networked structure of platforms including technological
expertise highlights the significance of platform dynamics in deepfake production. The
endogenous choices of platforms coevolve with the dynamics of the exogenous environment
(Tiwana et al.,, 2010), and the findings of this study provide an opportunity for IS researchers
to examine the evolution of platforms and how they are influenced by deepfakes and the
environment. Second, while deepfakes raise several serious concerns related to data ethics
and privacy, we also note an emerging trend of positive use cases for synthetic media
powering these deepfakes in areas such as healthcare to improve disease diagnosis (e.g.
Kearney et al, 2022; Newswise, 2022) or creative pursuits such as reinventing art museums
for the digital age (e.g. Snow, 2021). In this regard, the review offers crucial insights for IS
researchers to play a pivotal role in developing ethical Al frameworks and shaping the
guiding principles for the technology platforms powering these deepfakes, so data ethics is
upheld while privacy concerns are alleviated, and privacy by design becomes the norm.
Third, the menace of fake news across domains (e.g. Di Domenico and Visentin, 2020; Vasist
and Krishnan, 2022b) and its increased diffusion on social media platforms during the
pandemic (Di Domenico et al, 2021b) has had these platforms constantly grappling with
combating fake news (Collins ef al,, 2021). Deepfakes threaten to exacerbate this escalating
crisis of fake news (Han et al,, 2021). In the wake of this crisis, this study offers a balanced
view of socio-technical characteristics powering the process of deepfake engagement and
offers timely insights into the evolving nature of deepfakes and the conflicting forces which
shape this phenomenon. This serves as vital insights for IS researchers to examine the socio-
technical linkages embedded in its evolution and inform platform players and policymakers
around measures to combat deepfakes and steer clear of ill-conceived measures which may
threaten basic liberties such as the freedom of expression. This assumes importance,
especially in the context of platforms that are struggling to strike a balance between freedom
of expression and limiting the spread of fake news (Di Domenico ef al., 2021a). Fourth, the
epistemic crisis brought on by deepfakes is anticipated to lead to media mistrust and high
levels of skepticism, while the unchecked proliferation of deepfakes risks normalizing the
phenomenon’s negative use cases. This crisis offers the possibility for IS researchers to
comprehend how deepfakes influence the affective states and cognitive abilities of
individuals, while an investigation of socio-technical interactions may position them to
provide guidance to policymakers and regulatory agencies regarding the dangers of
deepfakes and their associated mitigation mechanisms. The findings from the study also
serve as useful insights for IS researchers to contribute to the pedagogical development of
media literacy and digital awareness initiatives.

6.2 Practical implications

This study’s findings have substantial implications for practitioners and policymakers as
well. First, in offering an SST perspective on how individuals develop, process, and
disseminate deepfakes along with governing interventions to mitigate the consequences of
deepfakes, the study offers insights to policymakers who must recognize that deepfake
technology will continue to proliferate and its uses will be shaped by the social context in
which it evolves. This should serve as useful guidance for policymakers in crafting policy
instruments related to the fabrication and dissemination of deepfakes, while the steady
evolution underscores the need for constant feedback loops and recalibration of policies to
stem the unabated proliferation of deepfakes.
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Second, the study offers a balanced perspective by highlighting not just the malicious use
of deepfake technology but also shedding light on positive use cases that are seldom
discussed. This provides guidance for policymakers, who must take a balanced stance to
ensure that legislations do not impede the positive applications. As beneficial use cases of
synthetic media emerge, the regulations must incorporate necessary exemptions to advance
the technology’s benefits while curbing its negative use. In the same context, while
regulations may help preserve social stability, policymakers must be wary of the potential
consequences of such rules on online freedom and creativity, make suitable amendments, and
avoid going overboard with radical reforms.

Third, the framework illustrates the influence of platforms on the evolution of deepfakes. In
this regard, practitioners may use the study’s findings to draft platform rules and standards
that promote the appropriate use of platforms and their communities, while combating the
relentless proliferation of malevolent deepfakes and their repercussions. This should also
encourage practitioners to build more sophisticated deepfake detection mechanisms to detect
and flag inappropriate content on their platforms and to control their dissemination.

Fourth, the study highlights the tightly coupled nature of governing interventions and
digital platforms, emphasizing that the success of interventions is contingent on the proactive
participation of platforms. This implies that governments and policymakers must collaborate
with platform leaders to define the guardrails for deepfake engagement, while platforms must
assume equal responsibility by supporting regulations and calibrating their response with
advanced deepfake detection mechanisms and robust platform standards. The lack of
moderating efforts highlighted through the framework stresses the need for platform
collaboration to extend beyond the formulation of standards to ensure continual oversight
and enforcement of the rules.

Lastly, the study provides a victim’s perspective on deepfakes that pro-deepfake groups and
deepfake technology developer communities must pay attention to. In doing so, the study aims
to stimulate these groups to rethink their future actions to alleviate fears and victimization
among deepfaked targets and promote the positive applications of synthetic media. The
victimization through deepfakes highlighted in this review should also aid in educating citizens
about the debilitating consequences of deepfakes, which are far removed from their frivolous
use, and help in mobilizing social welfare organizations and communities of trusted deepfake
flaggers who can serve as moderators of deepfake content on social media platforms.

7. Limitations and future research directions

The current study employed a meta-synthesis approach to clarify the links between
constructs within the context of deepfake engagement. However, there are limitations to the
study. First, the novelty of deepfake as a phenomenon motivated us to include a variety of
grey literature in our search strategy and subsequent review. While this inclusion through
our search protocol assures comprehensive coverage of the literature, the upsurge in
deepfake publications may provide future researchers with an opportunity to refine the
findings by concentrating on articles from peer-reviewed journals and conference
proceedings. Second, our literature search led us to a few studies that were behind a
paywall, limiting our access to the complete text of these articles. In our assessment, we have
nonetheless endeavored to capture the substance of such articles. Thirdly, our evaluation was
led by a search methodology consisting of a collection of pertinent and contextual keywords
and well-known databases to locate relevant publications. On this basis, we position our work
as entirely unique, exhaustive, and critical in nature. Nevertheless, as the phenomenon
evolves, its scope may extend, and subsequent assessments may include additional works.
In thisregard, our study may serve as a catalyst for additional research on the emerging topic
of deepfakes.



8. Conclusions

Deepfakes are often viewed as the next generation of fake news, which threatens to undermine
faith in online information and precipitate an epistemic crisis (Fallis, 2020; Kalpokas and
Kalpokiene, 2022a), while some have claimed that such fears are exaggerated (Harris, 2021). The
looming threat of deepfakes and their pervasiveness has attracted the attention of researchers,
platform players, and governments around the world, although some have also advocated for its
positive applications. This meta-synthesis of 16 qualitative studies comprehensively captures
the divergent perspectives and evolving nature of the phenomenon in order to develop a
thorough theoretical understanding of the nuances of how individuals engage with deepfakes so
that the negative effects can be mitigated, and the positive effects can be fully utilized. We
contend that the framework developed through this study will provide a comprehensive
understanding of deepfake as a phenomenon, including its merits and demerits, and guide
deepfake researchers, administrators, and platform players in charting the future directions for
deepfakes by reducing concerns surrounding it and enhancing its positive use cases.

Note
1. We thank Referee #1 for this thought.
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